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Leveraging Media Literacy Training to Promote 
Social Corrections
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Research Questions
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Discussion and Conclusions

• Enhances critical assessment of digital media[1]
• Includes tips[2], training sessions[3], and fake news games[4]
• Has been shown to be effective in many cases

• Most work studies media literacy’s impact on knowledge, beliefs, behaviors[1]
• Many studies examine truth discernment[2,5]
• Some explore effects on negative behaviors (e.g., sharing misinformation 

or participating in risky or antisocial behavior) [6]
• No studies on improving willingness and ability to counter misinformation

Can it be utilized to counter misinformation?

Poster and Platform Impact Willingness to Counter

Results: Overall Willingness to Counter Increased

1. Does targeted training increase the likelihood of countering misinformation?
2. What factors affect willingness to engage in interventions like social 

corrections?

• Ran experiment testing the effectiveness of a countering training session
• Project OMEN (Operational Mastery of the Information Environment) [7]
• 23 government analyst participants: 19 men, 4 women

• Experimental design:
• Pre- and post-training survey quizzes to assess effectiveness
• Surveys showed participants realistic misinformation posts
• What, if anything, would the participants do if they saw this post? Would 

their answer change depending on who posted it or the platform?

Possible Responses to Seeing Misinformation
Response Effort Level
Ignore the post No effort
Report the post Low effort
Report the user Low effort
Block the user Low effort
Unfollow or unfriend the user Low effort
Privately message the user High effort
Comment a correction on the post High effort
Create a separate post with the correct information High effort
Other -

Countering Training Session
• Adapted from King’s previous countering work[8]

1. Why people should counter misinformation
2. Common logical fallacies and how to spot them
3. Most effective individual intervention types

NOTE: The CMU IRB approved this study, “STUDY2023_00000429”

Max Effort Level Pre-Training Post-Training
No effort 30.4% (7) 34.8% (8)
Low effort 65.2% (15) 39.1% (9)
High effort 4.3% (1) 26.1% (6)

• More participants said they would use higher-effort actions after the training
• This increase came from people already engaging in low-effort actions

Fig 1. This figure shows the number of times participants said their answer
would change depending on the poster or platform over all posts

Other Factors Affecting Countering Actions

Fig 2. This figure shows the number of times a specific theme was mentioned 
in the text responses over all posts in both the pre- and post-training survey 

1. The training was effective at increasing willingness to counter 
misinformation among motivated government analysts

2. The poster was a more important factor than the platform
3. The most mentioned themes when deciding whether to counter were: 

• Closeness - Putting in more effort for closer contacts and
• Content - Putting in more effort for more dangerous or overtly false 

content

Understanding the factors behind these decisions can help us design better 
interventions and platforms in the future


