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Abstract
Social media platforms, which are becoming a primary news source for many individuals, can
quickly spread mis/disinformation online faster than ever before. These information disorders
contribute to increased polarization and extremism, threatening to undermine democracy and
trust in public institutions worldwide. Because of this growing problem, researchers have begun
investigating the effectiveness of possible interventions to counter this misinformation. This
research is critical given the many societal challenges we face that are associated with the spread
of false or misleading information.

Most research in the countermeasures space focuses on the effectiveness of some more easily
studied interventions. Some interventions, like fact-checking, are studied more than others be-
cause they can be analyzed without complete access to comprehensive social media data. Most
researchers also focus on determining the effectiveness of an intervention without considering
if the public would support the countermeasure. Platforms and governments will likely only
implement changes that have public support.

In this thesis, I develop a framework for designing and evaluating misinformation interven-
tions that integrates current research on effectiveness with user acceptance to enable more ef-
fective implementation strategies. To accomplish this task, I provide a detailed categorization
of interventions. Then, a citation network analysis is run on the literature in this field to find
research gaps, areas of disagreement, and possible next steps. I will run a comprehensive sur-
vey asking the American public about their social media behavior and their opinions on various
interventions. The survey also investigates how possible factors may affect user acceptance and
belief in effectiveness. These factors include transparency, fairness, and intrusiveness. Next, an
effectiveness study on a training game will be run to add to the currently contentious literature
on the effectiveness, or potential lack thereof, of training games. Finally, I will combine this
research to assess countermeasures across a comprehensive list of features, aiming to identify
the shared characteristics that make countermeasures effective and practical.
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Chapter 1

Introduction

1.1 Thesis Goal
In recent years, there has been an increased research focus on the spread, impact, and mitigation
of misinformation online. Social media is aiding in the dissemination of misinformation [1], and
researchers are growing more concerned about how social media may be contributing to political
polarization and distrust in institutions and the media. Information disorders like misinformation
and disinformation have been shown to have pressing societal impacts ranging from undermining
democracy [85], increasing extremism [90], and lowering the uptake of various public health
measures during a pandemic like COVID-19 [67].

Countering misinformation is a challenging problem, as there are many possible solutions
and aspects to consider. Researchers also often only have limited access to social media data,
especially data that could be used to evaluate the effectiveness of various countermeasures [28].
Even if data is available, in some cases there are ethical challenges associated with sharing social
media data with other researchers [14]. This lack of access contributes to why some countermea-
sures, like fact-checking, are studied significantly more than others.

According to a review of 223 countermeasures studies since 1972 by Courchesne et al.
(2021), there has been a disproportionate amount of research on the effect of fact-checking [4, 6],
debunking [23, 31], and prebunking [51, 77]. However, many countermeasures, including those
that could target creators of disinformation, have not been studied at all [28]. Finally, most inter-
vention papers focus on the effectiveness of the intervention without considering crucial aspects
like user acceptance, political feasibility, and cost.

The goal of this thesis is to better understand the efficacy and practicality of misinformation
countermeasures in order to provide analysis-driven recommendations. I propose an approach to
developing misinformation interventions that (1) integrates current social science theory about
effectiveness with (2) user opinions and acceptability while considering other relevant factors,
such as transparency, cost, and fairness. My main research questions are as follows:

1. How can we assess how practical and effective countermeasures are?
2. What do successful countermeasures have in common?
3. Can we develop a framework for providing analysis-driven recommendations on what

to implement and why?
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This thesis is limited in scope to user-based countermeasures, social media platform counter-
measures, and possible government regulation. The selected interventions are described in more
detail in the literature review section below.

1.2 Literature Review

1.2.1 Social Cybersecurity

Social media misinformation has become a growing problem around the world. Researchers in
various fields have been investigating the most effective and acceptable ways to counter fake
news online. The research is in the emerging scientific area known as social cybersecurity, and
it is defined as investigating the impact of the online information space on society, culture, and
politics [21, 27]. This research area analyzes information and network maneuvers and their
possible effects on human behavior and opinion.

1.2.2 Existing Reviews of Misinformation Countermeasures

Several review papers and meta-analyses have been written in the misinformation intervention
space. Some reviews, like Helmus and Keppe (2021) from the Rand Corporation, focus on related
policy papers [38]. Others examine specific intervention categories, such as content moderation
[44] or media literacy [41]. The most comprehensive review found so far has been the article
from Courchesne and colleagues in 2021 [28]. These researchers found that certain types of
platform interventions are overstudied relative to others [28]. Specifically, fact-checking and
debunking are by far the most common interventions studied. Still, little to no research has been
conducted on other countermeasures that directly target creators, such as redirection.

However, none of these reviews have analyzed the broader picture and included platform in-
terventions and possible government policies. Additionally, most platform review articles focus
on testing countermeasures and analyzing their effectiveness but fail to discuss the equally im-
portant metric of their practicality and acceptability to users. This thesis seeks to fill this gap by
considering both platform and policy interventions.

1.2.3 Types of Countermeasures

User-based Countermeasures

User-based measures are an often overlooked aspect of countering misinformation. If misinfor-
mation is successfully posted on social media, other users are the first line of defense, as they can
report or debunk the misinformation. Individual-level debunking, especially from trusted mes-
sengers, has been found to be effective in a variety of contexts [10, 17, 53, 83, 88]. User-based
countermeasures are addressed in more detail in Chapters 2 and 3.
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Platform and Government Countermeasures

Many of the review articles used a similar categorization of countermeasures; however there is
no common typology [28, 37, 38, 93]. After reviewing the literature and these previous catego-
rizations, I developed eight general categories of countermeasures [45], as shown in Table 1.1.
The first six categories can apply to both platforms or governments; platforms could implement
these changes willingly, or governments could require these changes.

Category Example Interventions
Content distribution Delay posting unviewed, de-emphasize/ downrank content
Content / account moderation Ban or suspend certain users, remove certain posts
Content labeling Tell users if they have posted misinformation, label posts
Advertising policy Require fact-checking ads, ban political ads
Media support Promote and invest in local news
Media literacy and awareness Invest in and promote educational content, regularly release social

media data to 3rd party researchers
User-based countermeasures Reporting users or posts, social corrections
Other Government regulation, combining interventions

Table 1.1: Misinformation intervention categories

1.3 Citation Network Analysis

To supplement this literature review, I conducted a citation network analysis of relevant papers
to generate a more profound contextual background on the state of the literature in this field.

I derived a comprehensive list of specific interventions from the eight categories described
in Table 1.1. Each paper was labeled with which countermeasures they discuss. Papers are also
assigned labels if they are review articles, meta-analyses, and papers examining intervention
effectiveness or acceptance. Section 1.3.1 describes all labels used in this article.

This work was presented as a poster at SBP-BRIMS in September 2023. It has since ex-
panded, and once additional analyses are complete it will be submitted as a full paper to another
conference in the spring. Request draft to see more detailed information on how the papers were
selected, the inclusion criteria, and the inter-rater reliability.

1.3.1 Paper Labels

Table 1.2 shows all 31 labels used in this citation network analysis. See the Appendix for more
detailed definitions and citations. It is important to note that these labels are not mutually exclu-
sive, as some papers can cover multiple interventions.
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Category Label Definition
Content Distribution Content Distribution The distribution of content on social media

Redirection Redirecting users to other content when searching
Nudging Nudging users to guide them to better decisions

Content / Account Mod. Content Moderation How content is shown or removed on social media
Fact-Checking Verification of information
Debunking Fact-checking with context, narrative coherence
Misinformation Detection Algorithmic detection of misinformation
Algo. Content Moderation Automated content moderation
Continued-Influence Effect Related to the effectiveness of moderation/corrections
Account Moderation Moderating user accounts through suspensions, bans
Deplatforming The removal of a user from one or more platforms

Content Labeling Content Labeling A type of misinformation disclosure through labels
Crowdsourcing Using regular people to verify and label information
Source Credibility Disclosing or labeling a post’s source

Advertising Policy Advertising Policy What ads are shown to which users
Media Support Media Support Investing in or promoting local and/or reliable news
Media Literacy and Media Literacy Efforts meant to improve the public’s civic reasoning
Awareness Fake News Games Games designed to help people detect misinformation

Inoculation Pre-bunking misinformation
Proactive Warning Warnings about misinfo before or while viewing it
Data Sharing Sharing high-quality data with researchers

User-based User-based How people respond to seeing misinformation
Reporting Users can report users or their posts
Social Corrections Users that fact-check/debunk other users
Retraction When accounts retract misinformation they posted

Other Government Regulation Any relevant laws, rules, or regulations
Combining Interventions Using multiple interventions at once

Other Qualitative Labels Review Article A paper that reviews other papers in a specific field
Acceptance A focus on user acceptance, intervention popularity

Other Quantitative Labels Meta-Analysis A review paper that analyzes previous results
Effectiveness Measuring effectiveness of one or more interventions

Table 1.2: Citation network analysis labels
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1.3.2 Topic Analysis
Descriptive Statistics

I used the ORA software [20] to conduct network analysis and create visualizations from this
set of papers. First, I analyzed the Topic x Article network, calculating the descriptive statistics
on the number of papers assigned to each label. The statistics show there is a minimum of 2
to a maximum of 48 documents per label, with other relevant values: 1st Quartile: 7, Median:
9, Mean: 12.9, and 3rd Quartile: 17.5. Furthermore, I found that 85 papers (60%) analyzed
an intervention’s effectiveness, 11 papers (8%) examined user acceptance and only two papers
concentrated on both.

Over- and Under-Studied Interventions

The Co-Topic network was analyzed next, excluding the qualitative and quantitative metric labels
(Review Article, Acceptance, Meta-Analysis, and Effectiveness). Figure 1.1 shows the Co-Topic
network, with nodes sized by Total Degree Centrality and colored based on whether they are
relatively under or over-studied. Labels in red represent the bottom quartile, assigned to 7 or
fewer papers. Labels in green represent the top quartile, assigned to 17.5 or more papers. Finally,
nodes in blue are in the middle 50%.

Figure 1.1: Visualization of Topic x Topic Network.

Lack of Consensus

Amongst the most studied countermeasures, there are several sources of disagreement; a body
of work claims the effectiveness of the “Bad News” game for inoculation [12, 77], while a meta-
review finds their results to be insignificant using ROC curves to compare pre & post treatment
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classification accuracy [12]. The effectiveness of debunking [49, 63, 66] and nudging [56] inter-
ventions is also disputed despite a wealth of empirical research. This underscores a lack of com-
prehensive evaluation metrics [54] in the field and highlights the significance of meta-reviews. I
plan to dive deeper into why there appears to be a lack of consensus on several countermeasures,
possibly by investigating the various methodologies and datasets used.

1.3.3 Disciplines
Few Cross-Disciplinary Journals

I examined the Co-Publication Venue network and found a low density of 0.035. Of the 83 pub-
lication venues in our dataset, there are 41 isolates and three dyads, leaving only 39 outlets in the
main component. This indicates how disjointed the literature is on this topic. Figure 1.2 shows
the large component. Nodes are sized by total degree centrality and colored by betweenness
(red indicating higher betweenness and blue indicating lower). A selection of venues are high-
lighted. The Harvard Misinformation Review has relatively high betweenness, suggesting it is
an interdisciplinary journal bridging many fields. Additionally, the left side of the network pre-
dominantly consists of Psychology journals. The top-right comprises mainly of Communication
and Journalism journals, and the bottom-right represents a mix of fields.

Figure 1.2: Visualization of Publication Venue x Publication Venue Network.
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1.3.4 Planned Analyses
The following additional analyses will be conducted on the literature in this field:

1. Authors and Affiliations - I will investigate the Co-Authorship network to highlight the
potential disjointedness in the research area. Author affiliations, including their primary
institution and location will be used to determine where most of the research in this field
is conducted.

2. Venue / Topic Interaction - I plan to analyze which venues discuss which topics. If
different venues primarily look at certain interventions or topics, this would provide further
evidence of disjointedness in the literature.

3. Misinformation Category - Another possible analysis is to label the papers and venues
with the type of misinformation they work on countering. The disjointedness in the Co-
Publication Venue network may be explained by researchers primarily citing intervention
research from within their field (for example, political or health misinformation researchers
only citing from political science or health journals).

4. Other - Reviewers of this work may suggest additions to the list of papers or additional
analyses.
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Chapter 2

Data

This thesis will use five primary datasets. These datasets will be used in characterizing counter-
measures while considering several relevant factors.

Countermeasures Survey Data

I will be collecting data from approximately 1000 respondents. This data will include stan-
dard demographic questions, behavior and opinions concerning user-based, platform-based, and
government-level countermeasures. This dataset will be used in Chapters 2 and 4.

OMEN Training Quiz Data

I will be collecting data from approximately 15-40 OMEN participants. The respondents will
take a pre-quiz to measure their knowledge of misinformation and countermeasures detection.
They will then undergo relevant training. Finally, they will take a post-training quiz to see if
there was any improvement in their detection abilities. This dataset will be primarily used for
Chapter 3.

Social Media Posts

For Chapter 3’s pre and post-test quiz, we will show them various misinformation, conspiracies,
pink slime, and accurate news posts. These posts will mostly be taken from Twitter and Facebook
from COVID-19 and climate change datasets. The research team will generate other posts as
necessary.

Curated Countermeasures Dataset

For Chapter 5, I will use all previously listed datasets and curate a new one. This dataset will
include all countermeasures used in the thesis and their characteristics. These characteristics
include effort level, cost, political feasibility, effectiveness, acceptance, policy changes, and in-
formation changes.
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Curated Policy Dataset
For Chapter 5, I will create a curated policy data set. This will include information on existing
or planned laws and regulations and policy analysis.

9



Chapter 3

Research Plan

3.1 Chapter 2: Characterizing User-based Countermeasures

3.1.1 Introduction

This thesis seeks to characterize all types of misinformation interventions, including user-led
countermeasures. Studying individual behavior in response to seeing misinformation is critical
because previous research has shown that debunking myths is more effective when it comes from
a trusted source, like a friend or family member [53]. Additionally, individual-level debunking
has shown to be highly effective [10, 17, 88]. This suggests that individuals responding directly
to misinformation in real-time can help slow or stop the spread of misinformation. Social media
companies, such as X (formerly known as Twitter), are now piloting programs like Birdwatch
where users report posts containing misinformation and add context [4].

In this study, I investigate the behavior and opinions of American social media users when
they see or post misinformation. I will survey approximately 1,000 American social media users
using at least one platform weekly. This survey will cover the social media platforms where they
encounter misinformation, if they have posted misinformation (intentionally or unintentionally),
their reactions to seeing or posting misinformation, and their opinions on how they think others
should act.

NOTE: This study’s survey pre-registration is currently under revision at Scientific Reports.
It is possible that some suggested changes to the research plan may not be able to be implemented
if the peer-reviewed pre-registration is accepted. Please request my draft pre-registration if you
wish to see more details. The remaining work for this chapter is updating the pre-registration
based on reviewer comments, running the survey, analyzing the results, and writing a complete
paper. Complete draft survey available: Google Docs Link.
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3.1.2 Research Questions
RQ1.1 How do people respond and think others should respond when they see misinforma-
tion?

There are many ways a social media user could respond to a post containing misinformation,
including reporting the post or blocking the misinformation poster. All possible responses are
described in more detail in Table 3.1. Users may believe that people should do more to respond to
misinformation than what they actually do themselves for a variety of reasons. First, responding
to misinformation accurately and effectively can be time-consuming [80]. Additionally, people
may feel overwhelmed or like they are having little impact due to the amount of misinforma-
tion they see online [82]. If people are hypocritical and hold others to a higher standard than
themselves, this gap could be leveraged to induce prosocial behavioral changes (e.g., directly
addressing content they believe contains misinformation)[5, 33, 81]. Possible platform policies
could encourage individuals to take more agency in countering the misinformation they see.

RQ1.2. How do people respond and think others should respond behave after realizing they
have posted misinformation?

A social media user could behave in many ways when they realize they have posted misinfor-
mation, including deleting their post or updating it with the correct information. Scholars now
believe most people who spread misinformation do so by accident due to a lack of analytical
thinking [69]. If this is the case, encouraging people to pause and think analytically before
posting could be effective. Therefore, response to oneself posting misinformation can also have
important implications for subsequent sharing. Possible responses are described in more detail
in Table 3.2.

RQ2. Do responses differ based on who posted the misinformation and where it was posted?

There may be a difference in how people respond to seeing misinformation based on whether
it is posted by a close friend or family member, an acquaintance, or a person they have never
met offline. Previous work shows users are more likely to correct a close contact because it is
perceived as more worthwhile[82]. If users are going to take the time to engage with misinforma-
tive content directly, they want to feel like it will have an impact. Based on previous research, I
expect that people respond with more effort when the sender of misinformation is a close contact
than a somewhat close contact and a somewhat close contact than a not close contact. It will be
interesting to see what differences exist between platforms and if any differences may be due to
that platform’s misinformation policies.

Additionally, I expect that people will expend a different level of effort to respond to misin-
formation online posted by others than to misinformation they later realize they posted. People
may feel embarrassed by misinformation they post and choose to delete it rather than draw at-
tention to it and retract the content. If this is the case, reducing stigma and improving media
literacy education may help individuals correct their mistakes without feeling embarrassed. Or,
people may be more inclined to correct themselves than other people because they care about
their credibility. One study in Singapore found this to be the case [64].
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RQ3. What factors affect behavior and opinions on this topic?

Finally, we investigate how behavior and beliefs about responses to misinformation on social
media vary by partisanship and other demographic factors (RQ4). Previous research suggests
that Democrats tend to be more supportive of more aggressive platform interventions [59, 78].
Does this translate to more support for individual behavioral interventions?

3.1.3 Proposed Work
Ethics Information

The Institutional Review Board of Carnegie Mellon University approved this survey, numbered
“STUDY2022 00000143”. They approved this study as exempt from a full review because it
is a survey that does not collect personally identifiable information. Informed consent will be
obtained from all participants. We expect the study to take 18 minutes based on pre-tests. We
will pay the equivalent of $10/hour, so for an 18-minute survey, participants will be paid $3 each.

Survey Design

The survey was designed to answer this document’s research questions and hypotheses. There
are additional related questions on this survey that are not used in this chapter (they are used in
Chapter 4).

Sampling Plan

There will be approximately 1,067 participants in our survey. Our survey was implemented using
Qualtrics and will be administered through Cloud Research, an online recruiting platform using
Mechanical Turk survey participants. Only those respondents who are United States citizens,
adults, and use social media at least once a week will be given the entire survey. We will employ
several methods to recruit relevant participants and maintain high data quality, including bot and
duplicate detection.

Measures

For RQ1, participants are asked about their responses to seeing misinformation (Measure 1a)
and their opinions on how others should respond (Measure 1b). Table 3.1 shows a list of these
possible responses to seeing misinformation, generalized to apply to various social media plat-
forms, and rated as no effort, minimal effort, or most effort. Participants may select all options
that apply. The only no effort response is ignoring the post. A minimal effort response means an
action was taken, but there was no interaction with the content directly. A most effort response
indicates that the user likely took more time to respond and interacted with the content directly.

For RQ2, participants are asked how they respond after posting misinformation (Measure 2a)
and their opinion on how others should respond (Measure 2b). Table 3.2 shows a list of possible
actions someone could take after realizing they posted misinformation. Again, they may select
all options that apply. They are rated in the same fashion as the efforts described in Table 3.1.

12



Response Effort Level
Ignore the post No Effort
Report the post Minimal Effort
Report the user Minimal Effort
Block the user Minimal Effort
Unfollow or unfriend the user Minimal Effort
Privately message the user Most Effort
Comment a correction on the post Most Effort
Create a separate post with the correct information Most Effort

Table 3.1: Actions social media users can take when they see misinformation online.

Response Effort Level
Leave post as is No Effort
Delete the post Minimal Effort
Comment a correction on the post Most Effort
Update the main post with a correction Most Effort
Create a new post with the correct information Most Effort

Table 3.2: Actions social media users can take when they realize they have posted misinforma-
tion.

Anything labeled in Tables 3.1 and 3.2 as no effort receives a score of 0, as minimal effort will
receive a score of 1, and as most effort will receive a score of 2. Coding these as numerical, or-
dinal values allows for statistical analysis while differentiating between the three levels of effort.
To get a participant’s total effort expended for these measures, we will sum the total numerical
effort level selected by the user. The total possible effort level for responding to misinformation
posted by others is 10. The total possible effort level for responding to misinformation posted by
oneself is 7.

3.1.4 Summary

Individuals can help defend against the spread of misinformation. Using trusted messengers
can be one of the more effective ways to counter misinformation. This study will show how
individuals behave when seeing misinformation across platforms, and this information can help
inform future design choices. Many of the design choices that could boost user actions can be
unobtrusive and transparent, which may lead to more acceptance among users compared with
opaque platform suspension policies. Additionally, user-based countermeasures have the least
possible conflict with the 1st Amendment in the United States when compared to some platform
and government-level countermeasures.
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3.2 Chapter 3: Improving User-Based Countermeasures

3.2.1 Introduction
Several studies have shown the possible effectiveness of training people to detect misinformation.
Some of these games include the Bad News Game [12], Go Viral! [61], Troll Spotter [50], and
Harmony Square [76]. If these games are effective, platforms could require or offer training
games that engage with users’ critical thinking or misinformation detection skills.

I have helped to design the OMEN game (Operational Mastery of the Information Environ-
ment) [46]. The goal of this project is to design and develop a training game to teach analysts
and decision-makers how to detect and counter misinformation on social media. OMEN is de-
signed to be a “train-as-you-fight” game, where the storyline is based on real events, and the data
is realistic in volume and speed. The game accommodates real tools and workflow, including
ORA and NetMapper1. It is a multi-day event and, in general, matches what the analysts would
encounter on their day job. See our tech report [46] for more details on the OMEN game design,
storyline creation, data curation, and learning objectives, and lessons learned.

3.2.2 Research Questions
While the previous chapter analyzed the current status of user-based countermeasures, this chap-
ter tackles how to improve user detection of misinformation. There are two primary research
questions:

RQ1. Does targeted training improve misinformation detection?

RQ2. Does targeted training improve the ability to counter misinformation?

Taken together, the results of this work will help inform how to improve user-based countermea-
sures. I am in the process of designing a project that investigates both of these research questions.
This project is described in the next section.

3.2.3 Proposed Work
I propose that this project is done in the context of the OMEN “train-as-you-fight” game because
it will combine both a lab and field analysis setting, so it has the advantages of both. Before
players participate in the OMEN game, they are currently given several training sessions. These
sessions include general social cybersecurity information, discussion of the BEND maneuvers
[16], and how to use the ORA software. After the training presentations, the participants practice
what they learned on a training data set, which is typically simpler than the data they will face in
the actual OMEN exercise.

I propose adding additional training on misinformation detection and countering misinfor-
mation, and giving participants pre- and post-training quizzes. About 15-40 participants will be
involved in the project. This study will be submitted to the IRB before commencing.

1https://netanomics.com/netmapper/
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Pre-test

Participants will be given a pre-test that lasts approximately 30 minutes. There will be two parts
to the pre-test. First, participants will be shown a series of approximately 20 randomly selected
posts from a larger pool of posts. They will be shown at least five pink slime posts, five real local
news posts, five misinformation/conspiracy posts, and five real news posts. For each post, they
will be asked the following series of questions:

1. What do you believe is the accuracy of the content in this post? (True, somewhat true,
neither true nor false, somewhat false, false)

2. How trustworthy do you consider the poster of this message to be? (Trustworthy to un-
trustworthy on a Likert 1-5 scale)

3. How confident are you in your answer to question 1? (Slider from very unsure to very
confident, 1-10 scale)

4. How confident are you in your answer to question 2? (Slider from very unsure to very
confident, 1-10 scale)

5. Would you consider sharing this post online (for example, on Facebook, Twitter, or Insta-
gram) (Definitely yes to definitely no on a Likert 1-5 scale)

6. Do you believe the poster of this message is trying to influence you? (Definitely yes to
definitely no on a Likert 1-5 scale)

7. Please elaborate on the reasons for your answer to the previous question. [Write-in]

The second part of the pre-test concerns countering misinformation. The participants will be
presented with a series of five false social media posts. The survey will tell the participants that
these are false stories and ask what, if anything, they would do if they came across this post on
their news feed. For each post, the participants will be asked the following questions:

1. How would you respond to this post if it appeared on your social media feed? (These are
the same responses as in Chapter 2 survey; they can select more than one option)

• Ignore the post
• Report the post
• Report the user
• Block the user
• Unfollow or unfriend the user
• Privately message the user
• Comment a correction on the post
• Create a separate post with the correct information
• Other [write-in]

2. Do you think your answer would change depending on how well you knew the person or
organization posting it? (Definitely yes to definitely no on a Likert 1-5 scale

3. Please elaborate on why or why not your response would change depending on the person
or organization posting it. [Write-in])
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4. Would your response change based on the social media platform you saw this post on?
(Definitely yes to definitely no on a Likert 1-5 scale

5. Please elaborate on how you would respond differently depending on the platform. [Write-
in]

Training

The standard OMEN training will be run, plus additional training on misinformation detection
and countermeasures will be run. This additional training will add no more than 1 hour to the
training materials. After the training presentation, the participants then play with the training
data. Possible changes will be made to the training data to include more misinformation and
pink slime so that the participants will gain experience detecting misinformation on their own.

Post-test

The post-test will be administered after all the training is complete. It will be identical in structure
to the pre-test, except it will have different randomly selected posts.

3.2.4 Summary

Digital media literacy is a critical tool in the fight against misinformation. Several previous
studies have shown that some misinformation games can be effective. We developed OMEN,
a misinformation training game designed to help train analysts to analyze social media data. I
will test the lessons taught in OMEN to see if they helped improve misinformation detection and
countering in the participants.

3.3 Chapter 4: Characterizing Platform and Government Coun-
termeasures

3.3.1 Introduction

In addition to research on user-based countermeasures [10], there has been an increased focus
on platform [93] and government misinformation mitigation measures [75, 92]. Reviewing this
literature shows that public support is critical for countermeasure effectiveness [30, 47, 48]. It
has been well-documented in the literature that public opinion impacts public policy implemen-
tation and effectiveness [19]. Therefore, knowing why people support or do not support certain
countermeasures is important.

NOTE: The survey questions associated with this Chapter are included in the same survey
referenced in Chapter 2. See Chapter 2 for more details.
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3.3.2 Research Questions
In this work, I will consider multiple features that have been previously identified as relevant for
climate change policy support. These features include fairness, intrusiveness, and effectiveness
[39]. These features are applicable to misinformation interventions, as there are concerns over
censorship and fairness among groups[26, 74]. We assume Americans would want fairness to
be high and intrusiveness low. Therefore, we aim to develop fair, effective countermeasures and
minimize intrusiveness.

RQ1. To what extent does a misinformation intervention’s perceived fairness, intrusiveness,
and effectiveness predict support?

Next, we consider if support for interventions depends on whether social media platforms or
governments implement those interventions. In the United States, there is more concern about
the government infringing on free speech than tech companies [59].

In this work, I use the top six categories from Table 1.1, which are content distribution,
content and account moderation, content labeling, advertising policy, media support, and media
literacy and awareness. These six categories were chosen because they can apply to both plat-
forms and governments. Some of these categories of interventions are less transparent (content
distribution, moderation, advertising) than other categories (content labeling, media literacy, and
media support). Transparency may interact with fairness, intrusiveness, and effectiveness. This
motivates the following two research questions:

RQ2. How do the attributes people consider when forming preferences change due to the
implementer of the intervention?

RQ3. How do the attributes people consider when forming preferences change due to the
transparency afforded by the intervention type?

3.3.3 Proposed Work
The ethics information, survey design, and sampling plan are identical to Chapter 2 (see Section
3.1.3. After collecting demographic data and data for Chapter 2, participants proceed to the
second half of the survey. Each respondent sees every type of countermeasure but is randomly
assigned to either the government or the platforms as the implementers.

Platform and Government Interventions

Ten interventions that could be implemented by both a social media platform or a government
entity were chosen (Table 3.3). These interventions were selected to span all possible categories
in the countermeasure categorization described in Section 1.2.3 (see Table 1.1). One or two
representative interventions were chosen for each of the six relevant categories. The participants
will be told that the entity classifying information as misinformation is up to the source that they
were randomly assigned to. For example, if the participant is randomly assigned the government
as the implementer, the government could decide to either set up an agency to determine the truth
or outsource misinformation verification to an external, independent third party.
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Category Example Interventions
Content distribution Temporarily delay users posting content the user did not open or

spent less than a certain amount of time viewing, nudging them to
think about the accuracy of what they posting

Content distribution De-emphasize posts that are verified to contain misinformation to
curb the spread

Content/account moderation Permanently ban users who post misinformation a certain number
of times

Content / account moderation Remove posts verified to contain misinformation
Content labeling Notify users if they posted content verified to contain misinforma-

tion
Content labeling Label posts verified to contain misinformation with information

about and from verified sources
Advertising policy Require all advertising goes through a fact-checking process
Media support Promote and invest in local media, which is thought to be most in

tune with local norms, culture, and context
Media literacy and awareness Invest in digital media literacy and promote educational content

about detecting misinformation on and offline
Media literacy and awareness Regularly release data and/or internal research reports to about

misinformation prevalence, spread, and mitigation to the public
and researchers not in industry

Table 3.3: Misinformation intervention categories

Measures

Support for intervention(s): We ask respondents to rate each intervention as {strongly support,
somewhat support, neither support nor oppose, somewhat oppose, strongly oppose}. These re-
sponses are coded from 1 to 5 (least to most support).
Perceived fairness of intervention(s): We ask respondents to rate each intervention as {very fair,
somewhat fair, neither fair nor unfair, somewhat unfair, very unfair}. These responses are coded
from 1 to 5 (least to most fair).
Perceived intrusiveness of intervention(s): We ask respondents to rate each intervention as {very
intrusive, somewhat intrusive, neither intrusive nor unintrusive, somewhat unintrusive, very un-
intrusive}. These responses are coded from 1 to 5 (least to most intrusive).
Perceived effectiveness of intervention(s): We ask respondents to rate each intervention as {very
effective, somewhat effective, neither effective nor ineffective, somewhat ineffective, very inef-
fective}. These responses are coded from 1 to 5 (least to most effective).

3.3.4 Summary

Platforms and government entities have a variety of methods they can employ to fight misinfor-
mation. Little work has been done to measure public support for various mitigation measures.
This work will impact which interventions are chosen as well as public messaging strategies to
gather public support and participation.
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3.4 Chapter 5: Recommendations for Effective and Practical
Countermeasures

3.4.1 Introduction

While previous chapters have characterized a wide range of countermeasures and worked to im-
prove those interventions, this chapter pulls that previous work together to build a framework
for developing effective and practical countermeasures. This chapter aims to provide a compre-
hensive set of recommendations across the intervention space that researchers, companies, and
policymakers can use.

3.4.2 Research Questions

To develop this framework, I will combine the research from previous chapters with information
on various intervention features, including efficacy, acceptability, cost, and political feasibility.
Each countermeasure will also be analyzed to find how they may target different types or aspects
of misinformation. The guiding question for this chapter is:

RQ1: What features do effective and practical countermeasures have in common?

To address this larger research question, I must first tackle the following three sub-questions:
RQ1.1 What are the characteristics of misinformation? This sub-question addresses the mis-

information suppliers, the types of misinformation, as well as their context, purpose, emotional-
ity, and audience.

RQ1.2 What are the characteristics of various countermeasures? This sub-question addresses
features like effectiveness, acceptance, cost, political feasibility, and effort level.

RQ1.3 Which countermeasures target which aspects of misinformation and why? Combin-
ing the results from the two previous sub-questions will allow the creation of analysis-driven
recommendations.

3.4.3 Proposed Work

The proposed work will be divided into three main parts, roughing following the three sub-
research questions in this chapter.

Characteristics of Misinformation

This section will provide an overview and comparison of how different researchers categorize
misinformation, and using this prior work, I will describe a proposed characterization.

Table 3.4 shows the misinformation categories described in several prominent review pa-
pers. There are several categories that three or all four papers agree on (satire/parody, fabricated
content). However, there are other categories (like propaganda and clickbait) where agreement
diverges.
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Type Wardle et al.
(2017)

Zann. and Siri.
(2019)

Brennan et al.
(2020)

Wang et al.
(2022)

Satire and Parody × × × ×
Fabricated Content × × × ×
Manipulated Content × × ×
False Connection × ×
False Context × × ×
Imposter Content × × ×
Error (False Content) ×
Propaganda × ×
Conspiracies/hoaxes ×
Rumors × ×
Clickbait/ads × ×
Other (biased,photo) × ×

Table 3.4: Misinformation intervention categories

Analyzing this table, we see that many researchers include categories that either somewhat
or strongly overlap with one or more other categories. For example, propaganda can be done via
fabricated content, manipulated content, false content/error, or other types of misinformation. I
noticed a general pattern that some of these categorizations, like propaganda and clickbait, refer
more to the purpose and context of the misinformation than the style.

For a deeper analysis, I propose three categorizations of misinformation messages:

1. Purpose: The purpose of a misinformation message is its intention and primary goal.
While some of these purposes can co-exist (for example, one could be promoting mis-
information for both a political agenda and monetary reasons), this categorization helps
define motive.

• Political/Propaganda - This misinformation intends to influence political attitudes
and opinions. This can include intentionally increasing polarization, inciting vio-
lence, and feeding into extremism.

• Monetary - This misinformation is intended to generate clicks and increase revenue.
• Distraction - A message meant to distract the public with a different story, confuse,

or cause panic.
• Conspiratorial - A conspiratorial message intended to promote conspiracy theories,

hoaxes, and rumors.
• Accidental/No Purpose - False information or context that spreads with no malicious

intent.

2. Context: The context indicates the circumstances surrounding the message. Context may
be related to how difficult it is to debunk misinformation, with some previous studies
showing political misinformation is among the most difficult to debunk [87]. Five general
news categories are listed below.
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• News/Political
• Health/Science
• Business/Consumer
• Entertainment/Sports
• Other

3. Type: The type refers to how the message presents misinformation.

(a) Satire and Parody - Humorous content that typically does not intend to cause harm.

(b) False Connection - Content with headlines or captions that don’t support the content.

(c) False Context - Correct information shared with false context.

(d) Imposter Content - Information posted while impersonating a genuine source or
brand to gain credibility.

(e) Manipulated Content - Text, image or video distortion; or a sensational or “clickbait-
y” title.

(f) Misleading Content - Misleading information or opinions presented as facts.

(g) Fabricated Content - A false story, completely made-up.

(h) Error (False Content) - Generally a mistake by a reputable news organization or
honest person.

In addition, misinformation comes with a supplier and an audience with differing priorities and
goals. There are four primary categories of misinformation suppliers:

1. Government/Politicians

2. Vested interests: corporations, NGOs

3. The media

4. Regular people (rumors/hoaxes)
These suppliers will spread messages that align with their moral values and vary in impactfulness
depending on the emotionality of their language.

Misinformation suppliers may target a general or a specific audience. Audiences are typically
targeted on various demographic characteristics including nationality, age, gender, race, sexual-
ity, religion, income, etc. People may also be targeted based on their membership in a group,
like a consumer group, non-profit, company, etc. In my thesis, I will expand on this categoriza-
tion and include more research and details on misinformation suppliers’ emotionality and moral
values.

Characteristics of Countermeasures

Each defined intervention used in the literature review in the Introduction (also see Appendix)
will be compared and rated across various features. These features will include:

1. Policy changes: An intervention that may need a new organizational policy or new law/regulation
to be implemented.

2. Information changes: Some interventions may require information changes including
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altering, adding, or removing information, limiting access or available actions, or tagging
certain information.

3. Effort level: The effort level for the user, platform, and/or government entity may vary
substantially for different intervention types.

4. Cost: The cost for the user, platform, and/or government entity may vary substantially for
different intervention types.

5. Political feasibility: Political feasibility refers to the likelihood that an intervention need-
ing government approval would be implemented.

6. Effectiveness: Interventions may be effective in some circumstances, cross-platform, or
cross-culturally. Effectiveness is impacted by acceptance level.

7. Acceptance: Interventions may be accepted in some circumstances, cross-platform, or
cross-culturally. Acceptance is likely impacted by transparency, intrusiveness, privacy,
fairness, and the implementer of the intervention.

Some of the results from previous chapters will go into this comparison, including effectiveness
and acceptance scores from the survey described in Chapters 2 and 4, and effectiveness found
in Chapter 3 for training games. An extended literature review will be conducted to fill out a
detailed categorization and rating for each intervention on various characteristics, and add any
characteristics as needed.

Analysis-Driven Recommendations

In addition to using previous results and an extended literature review, I will also use other
external datasets.

• Labeled misinformation and countering tweets - Over 30,000 misinformation tweets
and over 30,000 refuting tweets are labeled in the dataset used for the paper “The Role
of the Crowd in Countering Misinformation: A Case Study of the COVID-19 Infodemic”
[58]. One of the authors, Bing He, has shared this data. These tweets will be analyzed to
determine additional characteristics and patterns in misinformation and countering posts.

• Information on existing or proposed laws and regulations - I will find a reliable database
to gather this information.

To validate ratings, I will contact experts in the field or conduct a focus group.

3.4.4 Summary
Recommendations on the most effective and practical countermeasures are needed due to con-
flicting effectiveness research and lack of acceptance research. This chapter will discover which
features are important in both misinformation and possible interventions. These features can then
be used to develop and implement future countermeasures.
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Chapter 4

Contributions and Limitations

4.1 Contributions
In this thesis, I have proposed an approach to developing and evaluating misinformation inter-
ventions that are both effective and accepted by the public. This proposed work will make several
contributions to the research on countermeasures.

Theoretical

I will create a detailed categorization of misinformation countermeasures compared across a
comprehensive list of features. This typology can be used by future researchers when developing
and comparing possible interventions.

Academic

This thesis will have several academic contributions. The literature review in Chapter 1 of the
thesis was presented at SBP-BRiMS as a poster in September 2023. It will additionally be sub-
mitted in fall 2023 as a full conference paper to a relevant conference.

The survey I developed will provide much-needed insight into behavioral user-based coun-
termeasures, an understudied area of research. The pre-registration of the study on user-based
countermeasures is currently under review at Scientific Reports. The survey will additionally pro-
vide insight into the popularity and perceived effectiveness of various platform and government
misinformation interventions [45]. We plan to submit that work to the Harvard Misinformation
Review or another relevant journal.

My work on developing the OMEN game has already been published as a Technical Report
at Carnegie Mellon [46]. Analyzing the effectiveness of training in the OMEN context will be
helpful to understand better the efficacy of training games in general, which is currently contested
in the literature [12, 61]. It will be the first time training games are studied in a “train-as-you-
work” environment. I plan to submit this study to a relevant conference or journal.

The remaining work in the last chapter of my thesis will combine this previous work and
result in additional conference publications and presentations. This comprehensive trade-off
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analysis between effectiveness and usability has not been done before. For a timeline of possible
publications, see 5.1.

Datasets
First, I will collect data from over 1,000 participants on their social media behavior and opinions
on user-based, platform, and government countermeasures. This survey data will provide critical
evidence on the current status of user-based countermeasures and public opinion surrounding
countermeasures. Next, I will create a dataset of pre and post-training quiz scores from OMEN
participants. This dataset will contribute crucial information to the possible effectiveness of
training games. Finally, I will create a curated dataset comparing countermeasures, including
policy interventions, on many metrics and features, including efficacy and acceptance.

4.2 Limitations
There are several limitations to this proposal, specifically related to its scope and applicability
across social media platforms and cultures. First, while the thesis intends to cover as many social
media countermeasures as possible, it cannot include everything. Some types of misinformation
or countermeasures may not be included, and I will not be able to add new interventions as they
emerge. Next, I am limited to focusing on the social media behavior and opinions of American
adults. The survey will ask participants about their behavior on the current list of the eleven most
used social media platforms in the US as determined by Pew Research in 2021 [9]. Therefore,
some emerging social media platforms may be missed. Additionally, the training game will be
limited to college-educated American OMEN participants and will not be generalizeable to the
general public. These studies are restricted to US citizens due to funding constraints
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Chapter 5

Timeline

Figure 5.1 shows my proposed timeline from October 2023 to Feb 2025. It is broken up by
chapters and tasks. In the fall of 2023, I will be submitting a citation network analysis paper,
which is virtually complete. For Chapters 2 and 4, my pre-registration is under revision. If
the pre-registration is accepted, that acceptance would occur mid or late Fall 2023, with the
deployment of the survey and analysis of the results to begin immediately afterward. I plan to
submit the final papers associated with the survey by the end of Spring 2024. Approximately half
of both survey papers have already been written, as an introduction, literature review, methods,
and analysis plan were required for the peer-reviewed pre-registration submission at Scientific
Reports.

For Chapter 3, I expect to be able to run the OMEN survey in February 2024, with a complete
write-up of the results by the end of Summer 2024. Because my final chapter needs to use some
of the work from previous chapters, I will focus on it more heavily in the second half of 2024.
Finally, I am reserving the fall and winter of 2024-2025 to write and defend my thesis.

25



Figure 5.1: Proposed Timeline.
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Countermeasures Definitions

This appendix describes the labels given to countermeasures papers in the citation network anal-
ysis project described in Chapter 1.

Content Distribution

• Content Distribution - How content is distributed on social media. This includes limiting
how many people you can forward a message to [40, 73].

• Redirection - A type of content distribution where users are redirected to other content or
no content when searching for something. For example, a user searching for COVID-19
leading to a CDC information box [93].

Nudging - A type of content distribution or redirection where people are nudged in
some way. Typically, this involves reminding people about accuracy. For example,
pop-ups asking if the user is sure they want to post something even if they haven’t
opened the link [57, 71].

Content and Account Moderation

• Content Moderation - A general category of interventions related to how content is shown
or not shown on social media. This includes fact-checking, narrative counterspeech, among
others [44, 86].

Fact-Checking - The process of verifying information. This verification can be done
by experts, journalists, platforms, and/or users and includes multi-modal fact-checking,
such as fact-checking videos [18, 89].

Debunking - Debunking is a stronger form of fact-checking, where context and co-
herence is typically given in addition to verifying or correcting content. It can also
be described as a “narrative intervention” [53, 72].

Misinformation Detection - The algorithmic detection of misinformation. Usually for
the purposes of content moderation [35].

Algorithmic Content Moderation - Automated content moderation. This can include
automated fact-checking, downranking of content, removing of content, or labeling
of content [13, 34].

Continued-Influence Effect - This category related to the effectiveness of moderation
or corrections, possible backfire effects or lack thereof, and the process of debiasing
individuals [22, 91].
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• Account Moderation - Moderation involving a user account. Examples are suspending,
banning users, or shadowbanning users [25].

Deplatforming - A specific type of account moderation where users are completely
removed from a platform or multiple platforms as a way to limit the spread of their
content [2].

Content Labeling

• Content Labeling - This category includes all general types of misinformation disclosure.
Content labels are often used to display fact-checks or additional context on a post. This
intervention is related to general Content Moderation, Fact-Checking, and Debunking [62].

Crowdsourcing - Crowdsourcing typically involves asking regular individuals to ver-
ify information and label content rather than asking journalists or expert fact-checkers
[3, 32].

Source Credibility - Disclosing or labeling the credibility of a post’s source [7, 29].

Advertising

Advertising policy encompasses items such as banning political ads, requiring ads to go through
a fact-checking service before posting, or banning certain advertisers [24].

Media Support

Investing in local news; or promoting local or reliable news on social media platforms [84].

Media Literacy and Awareness

• Media Literacy - This category involves any educational or training effort meant to in-
crease the public’s civic reasoning and critical thinking skills when engaging with media
messages [36, 42].

Fake News Games - Games that are designed to help players detect misinformation
and improve their critical thinking skills [55, 60].

Inoculation - Often known as “pre-bunking”, inoculation involves warning messages
or other interventions meant to prevent people from later believing misinformation
[52].

Proactive Warning - A warning about the possibility of being misled, either through
a label or a media literacy training [70, 79].

• Data Sharing - How researchers can get access to high-quality, relevant data from so-
cial media platforms and other researchers, while maintaining privacy and considering the
ethics of the studies involved [8, 15].

User-based Countermeasures

• User-based Countermeasures - This category involves people seeing or hearing misinfor-
mation, and how they respond to it in real-time. It also includes community moderation
[11, 43].

Reporting - Users can report users or their posts [65].
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Social Corrections - Users employing fact-checking or debunking directly with a
poster of misinformation. This includes publicly commenting on a post or private
messaging the poster [11].

Retraction - This category includes when users or organizations retract misinforma-
tion they posted, and how that affects individuals who have already seen the misin-
formation [68].

Other Interventions

• Government Regulation - This label encompasses any laws, rules, or regulations at local,
state, or federal levels. It may involve requiring platforms to adopt previously discussed in-
terventions. Government-specific interventions also include breaking up technology com-
panies, regulating platforms like media or utility companies, or controlling speech on social
media platforms [65].

• Combining Interventions - Papers that specifically compare the impact of using multiple
interventions at once with using one intervention.

Other Qualitative Labels

• Review Article - This label is given to papers that reviews other papers. A review article
could review papers in a specific area or they can be broader.

• Acceptance - These papers focus on user acceptance, the popularity of interventions, gen-
eral public opinion, or political feasibility.

Other Quantitative Labels

• Meta-Analysis - A meta-analysis is a type of review paper that specifically analyzes all the
previous results in a certain section of the literature.

• Effectiveness - Any paper that discusses or directly measures the effectiveness or one or
more interventions.
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